Lecture Notes: Dynamic programming

We will discuss the subset sum problem (introduced last time), and introduce the main idea of dynamic programming. We illustrate it further using a variant of the so-called knapsack problem.

Disclaimer: These lecture notes are informal in nature and are not thoroughly proofread. In case you find a serious error, please send email to the instructor pointing it out.

Subset sum problem and dynamic programming

We start by recalling the problem defined in the previous lecture:

**Subset Sum:** Given a set of non-negative integers \(A[0], A[1], \ldots, A[n-1]\) and an integer \(S\), find if there is a subset of \(A[i]\)'s whose sum is \(S\).

As we discussed, the trivial algorithm is to consider all possible subsets of \(A[0], A[1], \ldots, A[n-1]\) and see if any of the subsets sum to \(S\). This algorithm clearly takes \(O(2^n)\) since there are \(2^n\) possible subsets.

How about divide and conquer? One idea is to break up the array \(A[]\) into two halves, obtain one “part” of the sum \(S\) from the first half, and the rest from the second half. Formally, let \(A = \{A[0], A[1], \ldots, A[n-1]\}\), and let us denote the first half by \(A_1\), and the second half by \(A_2\). For each \(t\) in \([0, S]\), we could check if there is a subset of \(A_1\) that sums up to \(t\) AND a subset of \(A_2\) that sums to \(S-t\). If this is true for some \(t\), then there is a subset of \(A\) that sums to \(S\) (and vice versa, because \(A[i]\) are all non-negative integers). How long does this procedure take?

As there are \(2(S+1)\) sub-problems we are solving of size \(n/2\), we have the recurrence:

\[
T(n) = 2(S+1)T(n/2) \implies T(n) = (2(S+1))^{\log_2 n} = n^{\log_2 2(S+1)} = n^{1+\log_2(S+1)} \approx n^{1+\log_2 S}.
\]

This is much better than \(2^n\) if \(S\) is relatively small (to be precise, anything smaller than \(\exp(n/\log n)\)).

Now let's try another recursive formulation. Suppose there is a set, \(\{i_1, \ldots, i_k\}\), which \(S = A[i_1] + \ldots + A[i_k]\). If \(A[0]\) is used in this sum, we only need to check if we can make a sum of \(S-A[0]\) using \(A[1], A[2], \ldots, A[n-1]\), otherwise we would need to write \(S\) using \(A[1], A[2], \ldots, A[n-1]\).

Of course, if we write this as a recursive procedure, a little thought reveals that the tree produced contains all the possible subsets (it’s a complete binary tree, with depth \(n\) – such trees are called decision trees, as each step involves deciding if an \(A[j]\) is used or not).

However, the main observation is that when \(S\) isn’t too large, we have many recursive calls that are identical. To illustrate, consider the example in Figure 1. The branches obtained by (a) including 1 and 2 and excluding 3 and (b) excluding 1 and 2 and including 3, both result in a recursive call in which we have the set \(\{5, 7, \ldots\}\), and we try to make a sum of 17.

Indeed, we must have many repetitions in this process, because every instance basically has a suffix of the original array, and we wish to make a sum that lies in the interval \([0, 20]\). So the total number of difference instances we can have is \(8 \times 21\), and this is \(< 2^8\), which is the number of nodes in the tree.

The main idea in dynamic programming is to ask, can we avoid recomputing the answer to the same instance by storing the answers? This way, whenever we want to make a recursive call, we can check if the answer to that call has already been obtained, and proceed with the call only if it has not. The question is thus (a) how do we characterize the “sub-instances”, and (b) how much storage do we need?

We have answered both the questions in our example. The sub-instances essentially have a suffix of the original array, and a target sum that lies in the interval \([0, S]\). We can thus store the answers based on two
Figure 1: Example of using second recursive call on the subset sum problem, as you can see, different branches can have the same instance, i.e., same problem parameters: the starting index in the array, and the value of the sum. The starting index can range between 0 and \( n - 1 \), and the sum has \( (S + 1) \) different values. Thus the total number of instances is \( n(S + 1) \).

Note that depending on \( n \) and \( S \), this can be significantly smaller than \( 2^n \). In summary, we have the modified algorithm, whose pseudocode we show below.

```plaintext
// Procedure takes as input the starting index j for the suffix of A, and the target sum T <= S
Initialize array answer[n][S+1]
Initialize array isComputed[n][S+1] to false

procedure SubsetSum (j, T) {
    if (isComputed[j][T]) return answer[j][T];
    else {
        if (SubsetSum(j+1, T) || SubsetSum(j+1, T-A[j]))
            answer[j][T] = true;
        else answer[j][T] = false;
        isComputed[j][T] = true;
        return answer[j][T];
    }
}
```

[We have omitted two extreme cases in the above procedure. First, one should have the “base case” of \( j = n - 1 \). Second, one should check if \( T - A[j] \geq 0 \) when making the recursive call.] The analysis above gives a running time and space complexity of \( O(nS) \).
Is this polynomial time? The answer is obviously polynomial in \( n \) and \( S \), but typically, when we talk of polynomial time, we wish to have the running time be polynomial in the *input size* of the problem. This is defined to be the number of bits needed to write down the input. In this case, the number of bits is

\[ \lceil \log_2 A[0] \rceil + \lceil \log_2 A[1] \rceil + ... + \lceil \log_2 A[n-1] \rceil + \lceil \log_2 S \rceil. \]

It turns out that the quantity \( nS \) is not necessarily polynomial in this quantity. To see an explicit example, consider an instance where \( A[i] \in [2^{n-1}, 2^n] \), and \( S \in [2^n, n \cdot 2^n] \). The input size in this case (i.e. the expression above) would be approximately \( n^2 \), while the \( nS \) value would be \( \geq n \cdot 2^n \).

Coin change

Our next example is a simple case of what is called the *knapsack problem*.

| Coin change problem. | Suppose we are given a set of coins of denominations \( d_0, d_1, \ldots, d_{n-1} \) cents. Given a target \( S \), make change for \( S \) cents using the fewest number of coins. |

Of course, we assume that \( d_i \) are all integers, and suppose that they are in increasing order. As an example, suppose that the denominations are \( 1c, 5c, 10c, 20c, 25c, 50c \) and \( S \) is equal to $1.90. One heuristic method would be to always choose the largest coin that you can use. If so, the selected coins would be \( 50c, 50c, 50c, 25c, 10c, 5c \) although the optimal solution would be \( 50c, 50c, 50c, 20c, 20c \). Thus this greedy heuristic (greedy in the sense of making as much progress as possible — we will see a better definition in the next lecture) does not always produce the right answer.

A recursive algorithm

Our first attempt will be to formulate a recursive algorithm, that reduces the number of denominations by \( 1 \) in each recursive call. Let us consider the denomination \( d_0 \). In the optimal way of making change for \( S \) cents, it could be used either \( 0 \) times, or \( 1 \) time, up to \( \lfloor S/d_0 \rfloor \) times. We can thus write the following recursive formulation. Let \( OPT(i, S) \) be the optimal number of coins to make change for \( S \) using only the coins \( \{d_i, d_{i+1}, \ldots, d_{n-1}\} \). We define \( OPT(i, S) = \infty \) if there is no way of making change for \( S \) using the given coins. We then have the recursive formulation:

\[ OPT(i, S) = \min_{0 \leq j \leq \lfloor S/d_i \rfloor} j + OPT(i + 1, S - jd_i). \]

To see why this is true, assume that we used \( j \) coins of denomination \( d_i \) in the optimal way of making change. Then the number of coins used is \( j \) plus the optimal number of coins used in making change for \( S - jd_i \) using only the coins \( \{d_{i+1}, \ldots, d_{n-1}\} \). Since we want the minimum number of coins, we look at the minimum over all \( j \). The “base case” here is \( i = n - 1 \) (in which case we simply see if \( S \) is a multiple of \( d_{n-1} \) and if so, the \( OPT() \) value is \( S/d_{n-1} \) and if not, the \( OPT() \) value is \( \infty \)).

Now, we can ask the same question as we did for the subset sum problem. How many different recursive calls are these? As in subset sum, there are at most \( n \cdot S \) different sub-problems possible. The slight difference is that the call \( OPT(i, S) \) now calls multiple recursive calls (not just two) and takes the minimum. But we can always bound the number of recursive calls by \( \lfloor S/d_0 \rfloor \) (as \( d_0 \) is the smallest denomination).

This gives an upper bound of \( O \left( nS \cdot \frac{S}{d_0} \right) \) on the running time.
Improving the space and time complexities slightly

We note that for the coin change problem, one can formulate a slightly different recursive algorithm that is slightly better than the above.

Suppose we denote by $opt(S)$ the minimum number of coins needed to make change for $S$ (here there is no restriction on the coins used). Again, we define the quantity to be $\infty$ if there is no way to make change for $S$. Then, if we are to come up with a recursive definition for $opt(S)$, we can observe that

$$opt(S) = 1 + \min_{i : d_i \leq S} opt(S - d_i).$$

The base case for this will be $OPT(0) = 0$. (Also, if $S \neq 0$ and $S < \min_i d_i$, we have $opt(S) = \infty$. This is a simpler recurrence. It holds because any valid way of making change for $S$ – when $S \neq 0$ – must use some coin whose denomination is $\leq S$. We are trying all the possible coins.

The analysis of this procedure is simpler than the above. We have a total of $S + 1$ possible recursive calls (corresponding to values of $\leq S$). Thus storing all the values uses space $O(S)$. The time complexity is also better than the earlier bound. For computing the value of $opt(S)$, we will in the worst case check all $i$, and check $opt(S - d_i)$. Thus the time can be bounded by $O(n)$. This gives an overall run time of $O(Sn)$.

Bottom-up vs Top-down in Dynamic programming

The way I have described the procedures above is Top-down. Think of the tree in the figure above. We have a recursive procedure for computing a value at the root (top) node. Each time we make the recursive call, we check if the answer to that sub-tree has been computed already, and we decide to go further down the tree only if the answer has not been computed so far.

Now, a different way to solve the problem is to start populating the values of the different sub-problems “from below”. In the subset sum example, this would mean that we first fill out the values of $answer[n - 1][T]$ for all values of $T \in [0, S]$. Then we compute the values of $answer[n - 2][T]$ for all values of $T \in [0, S]$, and so on.

In the case of the coin change problem, this would lead to a solution in which we first fill in the entry $opt(0)$, then we compute $opt(1)$ (using the description above), then we find $opt(2)$, and so on.

Positives of bottom-up. Filling in the values “from below” has one main advantage – we don’t need an array that tells us if the value has been computed before or not! We know that we always computed the value. So for instance, it leads to the following simple algorithm for the coin change problem.

```
initialize array answer[S+1];
set answer[0] = 0;
for s = 1, ..., S do:
  if (s < min_i d_i) answer[s] = infinity;
  else answer[s] = 1 + \min_{i \text{ s.t. } d_i \leq s} answer[s - d_i] // minimum over i
```

This algorithm is arguably simpler than checking if we have computed the answers. However, it could be more inefficient.

Positives of top-down. The first advantage of the top-down approach is that it is conceptually how dynamic programming was invented (observing that common solutions are being recomputed in a recursive procedure and storing them). The second is that quite often, this may be much more efficient. Note that a whole bunch of sub-problems may never actually come up in the tree shown in the figure above. As a trivial
example, in the subset sum problem, if all the $A[i]$ are even and the $S$ is even, no odd value of $S$ will ever show up as a candidate, while the bottom-up approach will try to compute those values as well.

Overall, it is a matter of taste. I prefer the top-down approach because of the first advantage I described above.